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letter from the editors: is modern finAnce

GeAred Up to sUpport finAnciAl reGUlAtion?

1. Problems Exposed by the 2007-8 Crisis

The chief intellectual assumptions behind financial reg-
ulation is that capital markets are efficient and market 
participants (in well regulated and liquid markets) are 
rational.[1] Stock prices in liquid markets follow ‘random 
walks’, and adjust instantaneously to new information 
thanks to the assessment of a widely distributed net-
work of independently rational economic agents. Such 
mechanism creates a tendency toward an efficient equi-
librium. These assumptions have always been subject to 
some challenge and their empirical verification occupy 

probably the most conspicuous portion of modern fi-
nance literature. Nevertheless, they have been the lead-
ing financial markets theory during the decades preced-
ing the 2007-8 crisis.

The crisis has been characterized by such a massive tur-
moil in the capital markets that to find a similar episode 
one should go back to 1929.[2] The S&P 500 index fell 
57% from its October 2007 peak of 1,565 to a trough of 
676 in March 2009. The Dow Jones Industrial Average 
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Abstract
The chief intellectual assumptions behind financial regulation are that capital market 
are efficient and market participants act rationally. These assumptions have always been 
subject to some challenge and their empirical verification occupy a large portion of 
modern finance literature. Nevertheless, they have been the leading financial markets 
theory during the decades preceding the 2007-8 crisis. The crisis has shown that modern 
theory does not allow for solid risk assessment and reliable macroeconomic forecasting. 
Such challenges suggest that modern finance may be facing a paradigm crisis. In this 
paper, we take the measures to such crisis. The reaction of the regulators to the financial 
crisis was immediate and massive, but the reforms they brought about were built on top 
of the same theoretical framework that supported the pre-crisis environment. On one 
side, we suggest that a debate must be opened to assess how to move forward from the 
current mainstream paradigm; on the other side, we concede that today there are no 
viable alternative that can replace the current paradigm. Finally, we invite to challenge 
the rationale behind new financial regulation based on models that have failed in the 
past. The goal of the regulators should not be to eliminate the financial crises, nor the 
financial risk, but rather to facilitate an environment in which risk assessment is made 
more reliable.



8 • January-March 2017 •  JOURNAL of NEW FINANCE

plunged 54% from its high of 14,164.43, reached on Oct. 
9, 2007, to 6,443.27 by March 6, 2009. On Sept. 29, 2008, 
financial markets experienced the biggest ever single-
day crash in Dow Jones history (a drop of 777.68 points  
or 6.98%), which was a consequence of the news that 
the U.S. House of Representatives rejected the pro-
posed government’s $700 billion bank bailout. The sec-
ond biggest single-day loss happened just six days later, 
and during 2008 the Dow saw also the fourth, fifth, and 
tenth largest single-day crashes ever seen in its history.

In the US, three of the top 5 investment banks (Goldman 
Sachs, Morgan Stanley, Merrill Lynch, Lehman Brothers, 
and Bear Stearns) either filed for bankruptcy or were ac-
quired after being close to bankruptcy. In March 2008, JP 
Morgan acquired Bear Sterns for a mere 10$ a share, with 
the Fed guaranteeing large parts of Bear’s liabilities. On 
September 15, 2008, Lehman Brothers filed for the largest 
bankruptcy in US history. During the same month, Merrill 
Lynch, struggling for survival, sold itself to Bank of Amer-
ica. With a $180 billion federal government bailout, AIG 
was nationalized the day after Lehman failed. In the US, 
the rate of bank failures went through the roof[3]. In 2007 
only 3 banks failed, but in the following years the rate of 
failure accelerated to its peak in 2010 (25 in 2008, 140 in 
2009, 157 in 2009); after that, the rate of bank failures be-
gan a gradual return to lower levels (92 in 2011, 51 in 2012, 
24 in 2013, 18 in 2014, 8 in 2015, 5 in 2016). In Europe, a 
number of similar dramatic events reshaped the bank-
ing industry. On September 18, 2008, Scottish HBOS was 
acquired by British Lloyds TSB, and the group was bailed 
out by the British government just one month later, to-
gether with Royal Bank of Scotland. On October 5, 2008, 
the French BNP Paribas acquired the Belgian and Lux-
embourg assets of Fortis, a Belgian bank bailed out just 
a week before. In September 2008, the Franco-Belgian 
Dexia Group, was bailed out by the Belgian government, 
and reorganized in 2012 with the healthy operations re-
named into Belfius, and the remaining part left in a “bad 
bank”. Swiss based UBS was bailed out (US$9.7 billion) in 
December 2007 by the Government of Singapore Invest-
ment Corporation (one of the bank’s largest shareholders) 

and in 2008 by the Swiss National Bank ($60 billion) and 
the Federal administration of Switzerland. Between 2010 
and 2012, the Spanish sector of cajas (savings and loan 
associations) was completely restructured, with the $19 
billion bailout of Caja Madrid renamed into Bankia being 
the most notable one.

The capital market crisis anticipated what we would 
have observed in the broader economy, namely the 
beginning what has been called the Great Recession, 
which for the US began in December 2007 and ended 
in June 2009 (the longest recession since World War II). 
In this period, the American real gross domestic product 
(GDP) fell 4.3% in the period from 2007Q4 to 2009Q2. 
The US unemployment rate rose from 5% in December 
2007 to 9.5% in June 2009, and peaked at 10 percent in 
October 2009, and US home prices fell approximately 
30%, on average, from their mid-2006 peak to mid-
2009. The reaction of policy makers was not mild. The 
Fed reduced its policy interest rate (the Fed Funds rate) 
from 5.25% in September 2007 to 0-0.25% in December 
2008. At that point, the Fed also initiated quantitative 
easing programs to relief financial stress by purchasing 
housing-related debt, short and long term Treasuries, 
and other assets. The ECB followed the rate reduction, 
but with an one year lag as they initiated the decrease 
only after Lehmann collapsed.

Our objective here is not to add to the abundant litera-
ture on the causes of the crisis. Our goal is to highlight 
that facing such dramatic developments, the macroeco-
nomic forecasts completely missed what was coming, 
and the ultra-sophisticated quant models were unable 
to provide a realistic view of the risks financial institu-
tions were exposed to. Did market prices correctly re-
flect company valuations just before the crisis? Did 
momentum, herd behavior, or other market anomalies 
affected these valuations? Did market participants act 
rationally (in the sense defined by mainstream finance) 
before and during the crisis? The dramatic events de-
scribed above suggest an easy negative answer to these 
questions. Furthermore, there is a growing share of 
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academics and industry practitioners, for example Shil-
ler (2008) and Cooper (2008),  that believe that irrational 
market behavior contributed to the current crisis.

The reaction of financial regulators to the crisis was instan-
taneous and colossal. For example, a substantial amount 
of literature has been published by the Basel Committee 
of Banking Supervisor to analyze the crisis and identify 
the causes. As part of this effort, in order to fix the gaps 
of the existing regulatory framework, a major capital 
requirement upgrade called Basel III was published be-
tween 2010 and 2011. Similarly in the US, the Dodd-Frank 
Act was approved in 2010. The bill encompassed a num-
ber of reforms, including indications on how to support 
the Fed by enhancing capital requirements and financial 
stability. However, these reforms were built on top of the 
same theoretical framework of the previous ones. More-
over, they leveraged and extended the same risk mea-
surement techniques such as Value at Risk (VaR). 

In order to assess whether regulators acted in the right 
direction to improve financial stability, in Section 2 we 
assess the current status of mainstream finance, and 
highlight the limitations that were uncovered during 
the 2007-8 financial crisis. In Section 3, we draw the con-
clusion that there is a crisis in the current mainstream in 
finance, and that a debate must be opened in order to 
assess how to move forward. The options to evolve the 
current paradigms are evaluated in Section 4. The edi-
tors of this new journal conclude that modern finance 
and the current financial regulatory frameworks are out-
dated, and a profound intellectual debate is required in 
order to define how and in which direction the finance 
discipline should move forward.

2. Current Status of Mainstream Finance

According to Ardalan (2008), mainstream modern fi-
nance embraces a broad spectrum of theories, namely: 
portfolio theory, the efficient market hypothesis, the 
capital asset pricing model, option theory, agency 
theory, arbitrage pricing theory, capital budget policy, 

capital structure policy, dividend policy.[4] The first three 
of this list are commonly reunited under the label Mod-
ern Portfolio Theory. In this section we review the ele-
ments of mainstream modern finance that came under 
scrutiny after the 2007-8 crisis, that is Modern Portfolio 
Theory, Value at Risk (the main technique used by the 
industry and the regulators to measure market risk) and 
the Dynamic Stochastic General Equilibrium.

2.1 Portfolio Theory and Diversification

Albeit Modern Portfolio Theory has been object of se-
vere criticisms during its short life, Markowitz’s prin-
ciples have always been treated with gratitude and 
respect for the leap forward they allowed to the invest-
ment discipline. As a demonstration that innovation al-
ways encounters resistance, it must be pointed out that 
initially the impact of these new principles was insignifi-
cant. They were originally published in 1952, but it took 
the 1973-74 stock market crash (the S&P 500 fell 43% 
from December 1972 to September 1974, or 50% after 
adjusting for inflation) to convince the industry that risk 
should be part of the decision making in investment 
management.[5]

The first key insight introduced by Markowitz was the 
notion of diversification, as a means to reduce the vari-
ance of an investment portfolio. The second impor-
tant idea Markowitz pioneered was a new framework, 
known today as mean-variance, which is an approach 
that allows asset allocation decisions to be based on 
two dimensions that can be measured quantitatively: 
expected return and risk. Albeit this was not the explicit 
intention of Markowitz, the investment industry gener-
alized this framework adopting the rule that the stan-
dard measure of an asset’s risk is the asset’s volatility.

Markowitz’s work revolutionized the investment man-
agement profession, but it also received strong criticism. 
The first three of the list that follows, were highlighted 
by Peter Bernstein.[6]
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First, before Markowitz, investment decisions were 
based on historical returns and a qualitative assessment 
of risk (expert-judgment-based). Portfolio selection 
abolishes intuition and provides a prescriptive recipe 
about what investments to undertake, based on a given 
arbitrary dose of risk.

Second, critics questioned whether variance is the proper 
proxy for risk. Value investors have demonstrated multi-
ple times the weaknesses of this approach. According to 
Portfolio Theory, high volatility corresponds to high risk, 
and consequently higher potential gain. However, a stock 
may have high volatility due to strong buying pressure 
(irrational exuberance), just before the end of its bull cy-
cle. Clearly, it is a risky stock with low potential gains. Con-
versely, a high volatility stock may be bottoming up its 
bear cycle and represent a great potential buy[7]. Finally, 
stocks with low volatility due to low momentum but high 
upside potential (based on fundamental analysis), may be 
seen by an orthodox viewer as a low volatility-low risk se-
curity, when instead it hides a great high return-low risk 
opportunity. An additional problem with volatility as a 
proxy of risk is the assumption of Portfolio Theory that 
volatility is constant, when in reality it is not. Some solu-
tions have been found to overcome this issue (especially 
with stochastic models such as of the GARCH-family), but 
their use, due to computational complexity, remains lim-
ited. Furthermore, investment managers are aware of the 
importance to assess an investment against the risk taken 
(risk-adjusted performance management), however by 
measuring risk as volatility, risk-adjusted measures be-
come biased toward low volatility instead of risk. The idea 
that a portfolio can be composed solely around the idea 
of two numbers (risk and return) holds only if returns are 
normally distributed (a normal distribution can be iden-
tified by its mean and standard deviation), but the lim-
itations of the normality assumption (above all: how to 
address the tail?) are well known, but we will come back 
later to this point.[8]

Third, what if the positive monotonic relationship be-
tween risk and return is falsified? Empirical evidence like 

Murphy (1977) has highlighted anomalies in the rela-
tionship volatility – return (capital markets line), there-
fore the proportional relationship does not hold. Addi-
tionally, should we treat extra return as a risk premium?

As a fourth issue, the debate around the performance 
of Portfolio Theory (PT) has been ongoing for decades. 
DeMiguel, Garlappi, Uppal (2009), for example, were 
able to show that PT did not outperform a portfolio 
based on equal allocation. The debate has been fueled 
by industry practitioners that seek to demonstrate the 
superiority of active management (where the portfolio 
manager implements a specific investments strategy 
with the goal of outperforming a benchmark reference, 
such as for example the S&P 500) vs passive manage-
ment (PT).[9]  

A fifth limitation involves the diversification principle. 
Blanque (2014) is very vocal on the impossibility to ob-
tain reliable results with diversification as an investment 
strategy. In order to diversify properly, one has to invest 
in market segments that are weakly correlated, which 
requires having specialization in a broad spectrum of 
investment types. As a result, an investor may be di-
versified, but have a weak idea of what is going on in 
his portfolio from a fundamental analysis perspective. 
According to Iyiola, Munirat & Nwufo (2012), diversifica-
tion (or PT) forces to invest in assets without analyzing 
security fundamentals, solely for the benefit of eliminat-
ing non-systematic risk. This provides upward pressure 
on assets with low fundamental value, but with charac-
teristics in terms of historical mean-variance that help 
reach the diversification goal. The same point is made 
by Scott (2011): “As highly-diversified strategies gain 
assets, inefficiencies become more prevalent because 
share prices are increasingly driven by factors other 
than fundamentals”. Vice versa, a concentrated investor 
may be exposed to a reduced range of risk factors, but 
may have a solid understanding about the investments 
made in his field of specialization. Moreover, large funds 
(especially mutual funds) reach such a gargantuan size 
that for the amount of stocks they hold, they result 
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even “over-diversified”, with the consequence that it be-
comes tougher and tougher to beat the indexes. Finally, 
if every investor follows this strategy, we will obtain 
herd behavior toward a low volatility portfolio, with the 
logical consequence that in times of crisis every investor 
would begin to sell as soon as volatility increases (sys-
temic risk).

As a sixth point, we should underline the amount of re-
search that has been dedicated for decades to the com-
putational complexity of the mean-variance framework. 
In order to calculate the optimal asset allocation, one 
has to overcome the problem of estimating the mean, 
variance and correlations. Blanque (2014) emphasizes 
that the complexity is in particular due to the heavy 
data and computational requirements to assess correla-
tions between arrays of assets.  Using historical values to 
estimate future risk, return and correlations is an option 
that entails adopting an inductive view of the future. 
What if the past does not contain sufficient information 
about the risks we could possibly face in the future? In 
this respect, correlations are very difficult to estimate, 
and correlations breakdowns in times of crisis remain an 
unsolved issue, which can be partially moderated with a 
frequent (and computationally expensive) recalibration 
of correlations. The approach of using historical values 
is opposed to Probabilistic Risk Assessment, used in 
nuclear plants and other complex engineering under-
takings (typically associated to low frequency events), 
where the risk is assessed through the probabilistic as-
sessment of the risk factors.

Seventh, Portfolio Theory is focused on a single pe-
riod perspective. While the capital asset pricing model 
(CAPM) introduces this assumption explicitly (as we will 
see below), Portfolio Theory requires the assumption to 
be in place, in order to enable comparative evaluation 
among different investment alternatives.

Finally, Portfolio Theory assumes infinite access to li-
quidity. This has been abundantly challenged by aca-
demics (Pedersen 2015). In addition to this, the financial 

crisis has shown that portfolio managers were on aver-
age unprepared to cope with the dramatic fluctuations 
of the financial crisis. 

The financial crisis has not been kind to those investors 
following Portfolio Theory and the principle of diversi-
fication. The already mentioned DeMiguel, Garlappi & 
Uppal (2009)  confirms that a majority of investors, fol-
lowing the diversification principle, were unprepared 
for the crisis. One could only wonder whether Portfolio 
Theory can be of any value to investors facing such large 

market swings.

2.2 The Efficient Market Hypothesis

2.2.1 The Random Walk Hypothesis

A random walk is a game in which the outcome is deter-
mined by chance (like a coin flip). Kendal (1953) was the 
first to show that prices of stocks and commodities look 
like a random walk, followed by evidence by Samuelson 
(1965) and Fama (1965). Stock prices are said to follow a 
random walk, because it is not possible to find a pattern 
in share price changes. Adopting such  an assumption 
is not a minor step since it enables to reuse all the the-
oretical architecture build by physicists regarding the 
random walk of physical particles (Einstein, Brownain 
motion, Martigales). We just assume that market prices 
will move in the same way.

 The point of the Random Walk Hypothesis (RWH) is that 
price changes of an individual stock are independent 
from one another. A good way to see this, is to assess the 
degree of dependence of the price change in successive 
days. For example, if we consider pairs of days, we could 
assess the correlation of the price change in day t and in 
day t+1 and calculate the correlation coefficient (in this 
case we speak of autocorrelation or serial correlation, 
since it is about the correlation of a stock price change 
with itself). The literature abounds of empirical studies 
that confirm stocks have a very weak serial correlation.
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The RWH is justified on the ground that past prices do 
not allow to predict future prices. If this was possible, 
that is, if past prices would enable to identify future 
price trends, then an easy profit would appear in the 
market and investors would immediately react by buy-
ing or selling until the market price matches the value 
of the asset (Net Present Value, intrinsic value, etc.). As a 
result, prices adjust to new information.

Value investors have pointed out that the RWH is a 
solution for the problem that we do not understand 
the determinants of price changes. The random walk 
approach offers an easy short cut to such lack of visi-
bility, rather than an explanation. If we do not under-
stand soccer, we can find evidence that there are 33% 
chances that one team will win, 33% that the other 
win, and 33% chances that the result will be a draw. 
In the same way, stock prices are the result of random 
chance in so far as we lack the basic understanding 
about why they occur. Moreover, according to Fisher 
(1996), the problem with this type of thinking is that 
it focuses on the short term. Since we cannot find re-
curring patterns to obtain a profit by trading stocks 
based on short-term forecasts, RWH proponents con-
cluded that prices follow a random walk. If one moves 
the time horizon to a longer term (taking the per-
spective of the investor rather than the trader), prices 
become “efficient”[10].

2.2.2 The Market Efficiency Hypothesis

The Random Walk Hypothesis explains that prices in 
one period (yesterday) are uncorrelated to prices in the 
following period (today). One could wonder why to stop 
at the information represented by past prices and not 
consider all the information available to investors? If we 
extend the idea to all information, we obtain that today 
prices reflect all information available to investor, there-
fore nobody will be able to profit by some bit of infor-
mation regarding a certain company because its stock 
price already embeds it. 

According to the original wording used by Eugene 
Fama: “An efficient capital market is a market that is 
efficient in processing information. The prices of secu-
rities at any time are based on correct evaluation of all 
information available at that time. In an efficient capi-
tal market, prices fully reflect available information”[11]. 
The adjective “efficient” could lead to a semantic con-
fusion since in this context it does not refer to mechan-
ical (or static) efficiency of the market. The concept 
refers to how “informationally” efficient market prices 
are. Prices should reflect the available information for 
the simple reason that if this would be the case, then 
arbitrage opportunities would trigger a process that 
closes the gap.

2.2.3 Empirical Challenges to the Market 
Efficiency Hypothesis

In its early stages, the theory gathered a quasi-plebisci-
tary consensus among researchers, becoming quickly 
the mainstream[12]. Eventually, the drive toward origi-
nality promoted a set of studies aimed at dissecting the 
deviations from the stock value forecasted by the EMH. 
Such deviations were defined as “anomalies”, that is, 
market situations in which the security price differs from 
the fundamental value (commonly defined as the Net 
Present Value, where the cost of capital is determined 
by the capital asset pricing model). Empirical testing of 
the EMH represents one of the most debated subjects 
in the history of financial literature. Michael Jensen was 
unequivocal in his editorial introducing the 1978 special 
issue of the new Journal of Financial Economics dedi-
cated to the testing of the EMH: “I believe there is no 
other proposition in economics which has more solid 
empirical evidence supporting it than the Efficient Mar-
ket Hypothesis”.[13]

Nevertheless, the number of empirical findings pub-
lished against the predictions of the EMH is overwhelm-
ing. We  provide here merely a concise list of the main 
anomalies:
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1. Random Walk Hypothesis: In a 1988 paper titled 
“Stock market prices do not follow random walks: 
evidence from a simple specification test”, Lo and 
MacKinlay use weekly US stock returns indexes 
from 1962 to 1985 to derive a positive serial cor-
relation in weekly returns. For holding periods 
longer than one week (three to five years) differ-
ent studies – for example Fama and French (1988) 
and Poterba and Summers (1988) – obtain a non
-zero serial correlation US stock returns indexes 
from 1962 to 1985. However, the amount of data 
used in these studies to reject  the RWH was not 
sufficient to reach the usual level of significance.

2. Value investing, overreaction, underreaction, and 
reversion to the mean: Value investing was in-
vented by Benjamin Graham and David Dodd 
way before Fama’s idea. When the debate on the 
market anomalies began, scholars found that 
stocks with a low price multiplier over earnings 
returned on average higher returns than stocks 
with higher price multipliers. This was a substan-
tial confirmation of the main principles of value 
investing. Moreover, empirical testing confirmed 
that stock prices may overreact by buying stocks 
that had recent gains or selling stocks that suf-
fered recent losses. Similarly, they may underre-
act to the news. Overreactions push prices away 
from their ‘equilibrium’ or ‘rational’ value and are 
brought back in line by the ‘arbitrage’ activity of 
rational investors. Reversion to the mean refers 
to the general phenomena of the market price 
revering to the equilibrium value after a certain 
time lag.[14] The debate was not settled and it was 
actually object of a revival starting 2007.[15]

3. Size effect (small firms outperform large ones): Fama 
and French (1992) is a cornerstone in the study of 
the size effect on stock returns. 

4. Calendar effects: Different effects fall under this 
category. The January effect implies that the 
main portion of the relative outperformance of 
small firms occurs at the turn of the calendar year.
[16] Other effects are: Monday returns are lower; 

most of the daily returns come at the beginning 
and at the end of the trading day.  

5. Momentum effect: An investment strategy that 
buy winners (stocks with high returns in a short 
time period of 3 to 12 months) and sell losers. This 
is the anomaly that most troubled Fama[18], and 
the reference is Jegadeesh & Titman (1993). This 
anomaly appeals to the behavioral assumption 
that investors underreact to new information. 
This investment  strategy is widely exploited in 
trading, see for example, Jegadeesh & Titman 
(2001), MacKenzie’s interview to Ross and Roll As-
set Management[19], and the research published 
by AQR Capital.

6. Post-earnings announcement drift: the idea that 
investors underreact to good news was doc-
umented for the first time by Ball and Brown 
(1968).[20] 

7. Bubbles and market efficiency: Financial bubbles 
represent deviations from the trajectory of “ef-
ficient” stock prices. It is not straightforward to 
identify whether a bubble is developing in a par-
ticular asset market. Conversely, it is quite simple 
to identify a bubble ex-post, when a bust makes 
it evident retrospectively. What is less easy, is 
to set up a reference in order to determine the 
amplitude of the asset price inflation during the 
bust end eventually how long it took to return 
to normality after the bust. The same difficulty 
found by econometricians in studying bubbles 
is encountered by investors trying to evaluate 
single stocks. It takes strong rigor and discipline 
to assess the prospective value of a public com-
pany using fundamental analysis. Many investors 
therefore rely on easier decision making prac-
tices such as assessing the current market price 
against a reference benchmark (comparable se-
curities, etc.)[21].

8. Smooth dividends with volatile market prices: Shil-
ler’s (1981) and Leroy and Porter’s (1981) volatil-
ity tests found that stock market volatility was 
far greater than could be justified by changes 



in dividends. By showing that prices were more 
volatile than what they should be, Shiller implied 
that markets cannot be an efficient mechanism 
that perfectly reflect all the relevant information.

9. Other notable anomalies: closed-end funds, in-
dex inclusion (when shares of a company are in-
cluded in a stock price index, the price of these 
shares suddenly increase), siamese twins (du-
al-listed companies sharing the same underlying 
cash flow but having different stock quotations).

There is also a large body of literature that has supported 
the EMH, arguing that these anomalies are instead evi-
dence in favor of it, because market opportunities be-
hind the anomalies cannot be exploited to a significant 
extend due to risk and transaction costs. BMA (2011) 
supports this line by citing the words of Professor Roll, a 
market efficientist and an authority in the field of anom-
alies: “Over the past decade, I have attempted to exploit 
many of the seemingly most promising “inefficiencies” 
by actually trading significant amounts of money ac-
cording to a trading rule suggested by the “inefficien-
cies” . . . I have never yet found one that worked in prac-
tice, in the sense that it returned more after cost than 
a buy-and-hold strategy”[22]. According to Lo (2007), the 
possibility to profit from anomalies due to the existence 
of transaction costs, liquidity issues, institutional rigidi-
ties and non-stationaries cannot be demonstrated sci-
entifically. Therefore, the economic value of the anoma-
lies must be assessed in the long term.

2.2.4 Theoretical Challenges to the 
Efficient Markets Hypothesis

In 1990s a new “behavioral” approach to finance gained 
attention. According to its advocates, human decision 
making cannot be rational because it is affected by sys-
tematic biases (endowment effect, sunk costs, hyper-
bolic discounting, difficulties in maximizing utility, etc., 
the catalog of biases can be long). For example, inves-
tors may follow the herd, assuming that market leaders 
or the majority of people will know what will happen. 

If investors’ decisions are not 100% rational, then mar-
ket prices cannot be efficient[23]. Behavioral finance has 
fostered much of the empirical research that challenged 
the EMH. The list of anomalies that are not compati-
ble with the notion of market efficiency has grown to 
such an extent that behaviorists like Shleifer (2000) are 
confident that asset prices do not reflect neoclassical 
fundamentals. 

When the 2013 Nobel Prize in economics was assigned 
to both Fama (representing the EMH) and Shiller (rep-
resenting the most prominent behavioral challenger 
to the EMH), Clifford Asness and John Liew, who had 
written their doctoral thesis under Fama twenty years 
before, provided an interesting view about the EMH in 
Asness & Liew (2014). According to them, it is not possi-
ble to test the EMH without adopting an asset pricing 
model, that is why EMH and  the capital asset pricing 
model (CAPM) go hand by hand. So when one observes 
efficient market anomalies, they must be referred to the 
joint couple EMH + CAPM. According to them, the em-
pirical evidence against the EMH has divided academia 
in two camps. According to one side of the debate, the 
CAPM is wrong, because risk is not only about beta but 
also about other factors (in line with the position taken 
by Fama against the CAPM).[24] According to the other 
side of the debate (the behaviorists), markets are not ef-
ficient because people are not rational, their thinking is 
imperfect and follows unconsciously heuristics (biases), 
hence market prices do not fully reflect the available 
information. Surprisingly, Asness and Liew take a mid-
way position between Fama and Shiller. They believe 
the EMH is mostly right, except for a couple of difficult 
anomalies to deal with: value and momentum. One 
would expected that their opinion is due to the fact 
that the CAPM does not tell the full story and a multifac-
tor model would be more appropriate. Not fully. They 
believe that the absence of market players that would 
represent intentionally the counterparty of a value + 
momentum investment strategy (long on cheap stocks 
and short on expensive ones) suggests that there is a 
behavioral component to take into account.
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Another theoretical challenge came from the idea that 
it is impossible to reach an “informationally efficient” 
equilibrium (Grossman & Stiglitz 1980). If the market 
cannot be beaten, the idea is to invest in the market 
portfolio. However, if every investor adopts this strat-
egy, nobody would have the incentive to be the first to 
bid stock prices based on new available information. As 
a result prices will not reflect 100% all information oth-
erwise the incentive to operate to gather information 
would vanish. While the idea is appealing, according to 
MacKenzie (2006) this approach never reached main-
stream acceptance[25]. 

2.2.5 Market Episodes That Challenge 
the Market Efficiency Hypothesis

The stock market crash of 1987 was the first episode that 
generated an ample debate around the EMH. It is char-
acterizing of that period reminding the position of the 
leaders of the two main fronts of that debate. On one 
side, Robert Shiller took a bold position against it: “The 
efficient market hypothesis is the most remarkable error 
in the history of economic theory. This is just another 
nail in its coffin.”[26] On the other side Eugene Fama ad-
mitted the frustration of not being able to identify the 
news that triggered the crash; other fathers of the the-
ory such as William Sharpe or Fisher Black were not able 
to provide an account of the event fully consistent with 
the theory.[27]

Fast-forwarding thirteen years, a vast amount of re-
search has been dedicated to study the Internet bubble: 
the Nasdaq index was 1140 in March 1996, reached its 
apex at 5048 in March 2000, and then started a steady 
decline that returned to 1140 in October 2002. The ex-
cesses observed especially during the last two years of 
the bubble that were defined Irrational Exuberance by 
Nobel Prize winner Robert Shiller. EMH advocates en-
gaged in intellectual contortions to justify the validity of 
the theory. For example, Pastor & Veronesi (2006) claims 
that the fundamental value of a firm increases with un-
certainty, thus stock market prices were consistent with 

this view and therefore the theory was not necessary 
invalidated. Surely, fundamental investors must have 
been impressed by the argument that we must pay 
more when we know less. Eugene Fama defended the 
EMH claiming that markets were victim of the reces-
sion (rather than the other way around) but conceded 
that “poorly informed investors could theoretically lead 
the market astray” and that stock prices could become 
“somewhat irrational” as a result”.[28] 

However, the most challenging capital markets episode 
for the EMH was the financial crisis of 2007–08. A num-
ber of industry practitioners have claimed that the EMH 
was responsible for it. Jeremy Grantham stated that the 
belief in the hypothesis led investors to a “chronic un-
derestimation of the dangers of asset bubbles break-
ing”.[29] Roger Lowenstein declared “The upside of the 
current Great Recession is that it could drive a stake 
through the heart of the academic nostrum known as 
the efficient-market hypothesis.”[30]

Academics and policy makers went along the same 
lines. Paul Volcker chimed in, saying it is “clear that 
among the causes of the recent financial crisis was an 
unjustified faith in rational expectations [and] market ef-
ficiencies.”[31] Siegel (2010) said that “By 2007–2009, you 
had to be a fanatic to believe in the literal truth of the 
EMH”.[32]

2.3. Capital Asset Pricing Model

The year 2014 was the 50th anniversary of the capital 
asset pricing model (CAPM). This model is still the cor-
nerstone of MBA investment courses, and it is often the 
only asset pricing model taught in these programs. As 
a result, today the model is used to estimate the firms’ 
cost of capital and to evaluate the performance of man-
aged portfolios. 

The CAPM rests on three pillars[33]. The first one is Harry 
Markowitz’s Portfolio Theory. The main point of this 
theoretical element is that investors only care about the 
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mean and variance of their one-period investment re-
turn. As a result, investors choose “mean-variance- effi-
cient” portfolios. The second and third pillars represent 
two assumptions introduced in Sharpe (1964), Lintner 
(1965) and Mossin (1966), who independently came to 
the same conclusions. The first assumption, introduced 
by Sharpe (1964), is the possibility of borrowing and 
lending infinite amounts at a risk-free rate. According to 
the second assumption, all investors agree on the distri-
bution of expected returns at t+1, therefore they all see 
the same opportunity set. Hence, all investors hold the 
same portfolio of risky assets, and this portfolio must be 
the market portfolio. As a results, the expected return of 
a portfolio consisting of riskless and risky assets, can be 
calculated as a function of the market beta (systematic 
risk), the sensitivity (or correlation) of the asset’s return 
to the fluctuations of the market portfolio.

The CAPM introduced a heavy set of assumptions which 
we will not examine in detail here. These assumptions 
immediately attracted an array of criticism. Fama and 
MacBeth (1973) was one of the first empirical studies to 
successfully test the returns forecasted by the CAPM. 
Other studies demonstrated the opposite, the most 
prominent of which was Black, Jensen & Scholes (1972). 
They found that low-beta portfolios outperformed mar-
ket portfolios (and, vice versa, high-beta portfolios had 
lower returns), which led them to conclude that their 
evidence was “sufficiently strong to warrant rejection of 
the traditional form” of the CAPM.[34]

The most serious theoretic critique to the CAPM came 
from Richard Roll, who previously had been one of 
Fama’s Ph.D. students at the University of Chicago. In 
Roll (1977), he highlighted the issue that the market 
portfolio must necessarily include every asset available 
in the economy; it could not be represented only by the 
S&P, a broader definition was required, including other 
asset types such as real estate, bonds, precious metals, 
rare art, collections, human capital, etc. Many of these 
assets will not have readily available market prices to be 
observed, therefore the market portfolio is by definition 

unknowable. As a consequence, the CAPM cannot be 
tested, a conclusion that was conceded even by Profes-
sor Sharpe.[35]

The financial literature observed an accumulation of the 
empirical refutations of the CAPM. Fama himself revised 
his initial assessment and with Fama and French (1992) 
he has put forward what Mackenzie called the most in-
fluential empirical critique[36]. According to the paper, 
the linear relationship between beta and average return 
predicted by the CAPM was confirmed only in the pe-
riod 1941–1965, while it was refuted with data after 1965. 
Fama and French’s paper has become known in the lit-
erature as the “the death of beta”, and it represents, to-
gether with Roll’s critique, the most important blow to 
the CAPM. It is interesting to note that even Markowitz 
presented his formal dismissal of the CAPM. In Marko-
witz (2005), he contested the realism of two of the mod-
el’s assumptions, that is a) investors can borrow infinite 
amounts of money at the risk-free rate, and b) investors 
can short without limit (which allows to obtain signifi-
cant leverage). If the assumptions are made more real-
istic, then the market portfolio is not efficient anymore, 
making passive asset management nonsensical[37].

One of the more disputed assumptions of the CAPM 
was the infinite access to liquidity. However, the role of 
liquidity in the global financial crisis of 2007-8 taught us 
a few lessons[38].

First, the assumption of infinite access to liquidity has 
been clearly proven wrong by the crisis. Liquidity can 
suddenly dry up and evaporate. However, the presence 
of a lender of last resort, may introduce a moral hazard 
component to liquidity assessment. In this case, liquid-
ity premia will be lower than in absence of a lender of 
last resort, since the provider of liquidity of last resort 
will always provide support at prices that will be sub
-Bagehot standards[39].

Second, liquidity risk before the crisis was mispriced. 
Regardless of the origins of the issue, and the tools 
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used by the monetary authorities to address the crisis, 
investors observed low liquidity premia before the cri-
sis, and higher liquidity premia after the crisis. This has 
taught that standard theory needed to be updated in 
order to embed liquidity risk into asset valuation mod-
els. The lesson was also learnt by banking regulators, 
that moved from Basel II to Basel III, where one the most 
important updates is the introduction of quantitative 
capital requirements for liquidity risk, which were com-
pletely absent in the previous version of the regulation.

Third, liquidity risk is particularly important for invest-
ments where asset-liability matching is a concern. Ex-
posures to illiquid assets are usually consistent with 
long-term investors that are not subject to asset/liabil-
ity mismatch risk. They hunt for opportunities where (il)
liquidity premia may allow higher long term returns. Ac-
cording to Pedersen, liquidity risk consists of three com-
ponents: i) market liquidity risk: the risk of renouncing to 
a portion of the market price, when urged to sell quickly 
an asset; ii) funding liquidity risk: due to asset liability 
mismatch; iii) demand pressure risk: when, for example, 
an hedge fund needs to accommodate large demand 
pressure (buying low and selling high).[40]

2.4. Value at Risk

Value at Risk (VaR) is a simple marker risk measurement 
technique invented by Man Raymond at JP Morgan in 
1994 to be able to tell to an executive how much a trad-
ing portfolio can lose probabilistic speaking, meaning 
under a certain level of confidence and over a given 
time horizon. The VaR gained tremendous success both 
in academia and industry thanks to two appealing char-
acteristics. First, it provides a common consistent mea-
sure of risk across different positions and risk factors (so 
it enables to compare a fixed income position with an 
equity position)[41]. Second, it accounts for the correla-
tions among positions, so that if two risks offset each 
other, then the overall risk measure will be lower.

2.4.1 Main Theoretical Critiques

A number of critiques have been raised against the VaR 
since its inception, the main ones are:

• Failure to capture fat-tail risks

As highlighted in Dowd (2002), the VaR has been con-
ceived to provide a statistic estimation valid 95% of 
99% of the times. It does not provide any information 
regarding what happens to the remaining 5% or 1% of 
occasions, therefore when a tail event occurs, the VaR 
provides no indications. As a consequence, investment 
decisions based on the VaR will favor assets with low 
VaR under most circumstances with potentially signifi-
cant losses in rare occasions. In other words, the VaR in-
troduces a distortion in basic risk-return analysis since 
it breaks down the monotone relationship risk–return 
when we enter in the tail territory.[42]

• VaR lacks of sub-additivity defies diversification

According to the sub-additivity property, the risk of the 
sum should be not greater than the sum of the risks; 
in other words the aggregation of the individual risk 
should not increase the overall risk). The VaR is not sub
-additive when built on top of normal or generally ellip-
tical distributions[43]. This provides the incentive to build 
less diversified portfolios, since a diversified portfolio 
may have a higher VaR than a less diversified one. 

• Built looking at the past

The two main methods to calculate the VaR are based 
on past data. Historical simulation (the favorite of banks) 
simulates portfolio behavior over a preselected histori-
cal period and takes the worst loss. The variance-covar-
iance method (the original method, more computation-
ally intense) uses past market data to estimate future 
volatilities and correlations between portfolio compo-
nents[44]. In both cases, if a crisis is preceded by a long 
period of low volatility (the pre-2007 period was labeled 
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the “death of volatility” or the “great moderation”), then 
in either cases the VaR will underestimate the real risk. 
In addition to that, if the institution can select the his-
torical period over which the historical simulation is per-
formed (as is the case in banking regulation), there is an 
incentive to cherry pick to select past data to allow the 
highest correlation, which enables to minimize the cap-
ital requirement.

• It increases concentration risk, its pro-cyclical, 
and fails to capture systemic risk

The VaR provides the incentive to invest in high-return/
low-VaR instruments, that is, securities that experienced 
low volatility in the recent past. The market players that 
use it as an investment strategy or regulatory capital op-
timization strategy, will gather their portfolios around 
the same positions. As Persaud (2000) has shown, the 
model encourages to identify calm areas in the finan-
cial sea in order to exploit their low VaR characteristics 
and settle there for a while. As soon as the wind picks 
up in these spots, a sell off will occur at the generalized 
level and investors will move to the next placid spot. 
This provides the incentive to discriminate fundamen-
tally sound investment against more shakier ones with 
a low VaR profile. Most importantly, such incentive cre-
ates a self-feeding effect. A localized sell off will increase 
the volatility of the security, triggering a contagion that 
could build up into a liquidity shock (haircuts raise and 
correlations go to 1). This is what happened for example 
during the crises of 1997 (Asia) and 1998 (Russia), where 
the low VaR numbers were hit by a sudden increase in 
volatility, kicking in a liquidation cascade that led, in the 
end, to the LTCM default.[45]

This concentration risk was highlighted in Jorion & Taleb 
(1997), which according to Dowd (2002) is the most con-
vincing argument against this issue, since it was written 
before the 1998 financial crisis.[46] At the same time; one 
could note that diversity in risk assessment brings diversi-
fication to risk approach and position-building, eliminat-
ing the pro-cyclicality issue and lowering systemic risk.

• It ignores the fundamental characteristics of an 
assets.

What matters for the VaR is not the intrinsic character-
istics, but the recent past behavior of the asset. As an 
example, the VaR can treat in the same way a toxic CDO 
and a Treasury.

• It enables to build a sense of false security around 
highly leveraged portfolios

The issues above show why it is possible to build a port-
folio with VaR that underestimates the reals risks. Con-
sequently, it is possible to engineer highly leveraged 
portfolios with a low VaR figure. To give an idea, before 
the crisis, in Wall Street and the City of London, by fol-
lowing the VaR regulatory rules, institutions were able 
to design portfolios leveraged 100 to 1, that is, the bank 
had to post 1% of capital for its trading book.[47]

2.4.2 Adoption by Regulators

VaR was quickly adopted by regulators in their market 
risk capital frameworks to determine the regulatory 
capital required for the trading book of banking insti-
tutions. The 1996 Amendment to Basel I enabled to 
adopt an internal model based on a 10-day 99% VaR 
based on minimum one year of historical data, where 
it was allowed for correlations within and across asset 
families.[48] Basel II was released in 2004, and it basically 
introduced new requirements for credit risk (banking 
book) while keeping the same arrangements for market 
risk (trading book). The recommendations of the Basel 
Committee for Banking Supervision (BCBS) do not have 
the force of law but the regulatory framework proposed 
by the Committee (Basel I and Basel II) were adopted by 
almost all the supervisors worldwide, except for the US, 
where the SEC initially refused to substitute its require-
ments. However, in 2004 the SEC incorporated as well 
the VaR-model as a capital charge calculation method-
ology for the trading book following a methodology 
similar to Basel’s.[49] The new rule incentivized a race 
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toward the lowest capital figure. Before April 2004, the 
regulatory capital for toxic, illiquid assets (for example 
subprime CDOs) was much higher than traditionally less 
risky assets (Treasuries, T-Bonds). The new rule allowed 
to treat the two assets classes in the same way.

2.4.3 The Challenge of the Financial 
Crisis to the VaR

The 1998 LTCM crisis had already raised tough chal-
lenges to the VaR as a measure of market risk. Risk con-
trols at LTCM relied on a VaR model (one day 99% VaR) 
which systematically failed to detect the fundamental 
market movements during the six months leading to 
the crash. The literature is abundant on this case,[50] and 
probably because it was considered a unique episode 
(due to the idiosyncrasies of the hedge fund), it did not 
lead to a revision of the mainstream view of VaR. Above 
all, it did not represent a sufficient case to refrain regula-
tors from adopting VaR on a large scale.

The 2007-8 financial crisis challenged severely the VaR-
framework. Triana (2012) defends the thesis that the crisis 
was caused by the introduction of innovative toxic in-
strument bearing a risk that was underestimated by VaR, 
considered as the official measure followed by supervi-
sors globally. The thesis is supported by solid evidence. In 
2007, financial institutions were on average highly lever-
aged (30/1 leverage, with trading book leverage of 10/1), 
and with mortgage positions in the trading book larger 
than equity capital base[51]. Turner (2009) shows that this 
was a trend that started in the early 2000s. However, the 
capital requirements for the trading book did not account 
for such extreme leverage and for the riskiness of the new 
toxic positions in the trading book. For example, Turner 
(2009) shows that the trading risk capital was 4-11% of 
total capital requirements, and the trading book’s mar-
ket risk capital requirements as a percentage of the total 
capital requirements were in the range 0.1%-1.1%. The 
trading book capital requirements based on the 10-days 
99% VaR severely underestimated the underlying risk, es-
pecially because of its inability to account for tail risk.

The failure of VaR to estimate the risks embedded in the 
trading books was immediately recognized by the BCBS 
in the publications that led to the release of Basel III. 
Furthermore, BCBS (2009) recognized the weaknesses 
of VaR in accounting for tail risk and large price move-
ments developing over a large period of time: “the cur-
rent VaR framework ignores differences in the underly-
ing liquidity of trading book positions. In addition, these 
VaR calculations are typically based on a 99%/one-day 
VaR which is scaled up to 10 days. Consequently, the VaR 
capital charge may not fully reflect large daily losses that 
occur less frequently than two to three times per year as 
well as the potential for large cumulative price move-
ments over periods of several weeks or months”. Bias 
toward recent historical data and inability to account 
for tail risk was reiterated in BCBS (2013): “the 10-day 
VaR calculation did not adequately capture credit risk or 
market liquidity risks; incentivised banks to take on tail 
risk; inadequately captured basis risk and proved pro-
cyclical due to its reliance on relatively recent historical 
data.”; as well as in BCBS (2016): “A shift from Value-at-
Risk (VaR) to an Expected Shortfall (ES) measure of risk 
under stress. Use of ES will help to ensure a more pru-
dent capture of “tail risk” and capital adequacy during 
periods of significant financial market stress”. Finally, the 
BCBS (2013) recognized the violation of the assumption 
of unlimited liquidity supply upon which the regulatory 
VaR was built: “The recent financial crisis was charac-
terised by a sudden and severe impairment of liquidity 
across a range of asset markets. As a result, banks were 
often unable to promptly exit or hedge certain illiquid 
risk positions without materially affecting market prices. 
This violated a key assumption that was implicit in the 
10-day VaR treatment of market risk”.

2.5. Dynamic Stochastic General Equilibrium

The 2007-2008 crisis has highlighted once again the inabil-
ity of macroeconomists to forecast economic events. How-
ever, the debate about the adequacy of the tools used by 
mainstream macroeconomics has been going on for a long 
time and has involved severe ideological confrontations.
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The orthodox approach is anchored in the New Keynes-
ian Dynamic Stochastic General Equilibrium (DSGE), an 
approach based on the idea that the economy rotates 
around a single equilibrium. The approach was up-
graded during the years with additional features, such 
as the ability to deal with external disturbances like 
technological shocks.

DSGE has been criticized at least from three angles. First, 
situations of secular stagnation or savings glut cannot 
be explained using a single macroeconomic equilibrium 
that is supposed to reverts to its previous path after a 
crisis (consider here also the debate between Lawrence 
Summers and Ben Bernanke about the deep causes of 
the 2007-2009 Great Recession). Second, the model relies 
on a linear view of the events, which is in evident con-
trast with the nonlinear events observed during 2007 and 
2008. (As a side note, stochastic models used in finance 
incorporate the notion of jumps, so one could wonder if 
mainstream macroeconomic models should not do the 
same). Third, as highlighted in Borio (2014), financial fac-
tors were put aside in the study of business fluctuations. 
The financial crisis that began in 2007 brought in, on one 
side, the need to reincorporate financial factors in mac-
roeconomic models. On the other side, it did so almost 
“elusively” by adding so called “financial frictions” to the 
existing equilibrium macroeconomic models.

These criticisms are known by the profession but have 
never generated a remarkable reaction (Münchau 2015). 
At the same time, these models have become part of 
the standard tool box used by the major players in the 
financial markets (as an example the ECB uses the DSGE 
in its economic forecast). 

3. The Crisis of the Current Paradigm

The debate over the composing elements of the current 
mainstream are controversial and generates stormy re-
actions. However, there are two conclusions that are dif-
ficult to oppose: 1) portfolio managers were on average 
unprepared to cope with the dramatic fluctuations of 

the financial crisis of 2007-8; 2) the financial regulation 
in place at the time did not prevent the financial crisis. 

According to Cliff Asness, few people think the markets 
are perfectly efficient, rather, they are aware of anoma-
lies and constantly try to exploit them, albeit this is not 
so easy to do (Buttonwood 2015).

Pascal Blanqué, Chief Investment Officer at Amundi, has 
suggested that Modern Portfolio Theory has depicted 
the financial markets as a heaven populated by “sacred 
cows” that have dominated that investment thinking, 
and that were proven wrong by the crisis. For example, 
in Blanqué (2014), he elaborates on the false promises 
of diversification implemented in a way that did not 
deliver safe and good portfolio returns. He also points 
to the notion of risk-free assets, which in theory should 
represent a low return asset with zero correlation with 
risky assets, while in practice we have observed US 10-
year Treasuries violating these basic premises over the 
past three decades.

Triana (2011) has provided evidence that the crisis started 
in 2007 brought to the surface serious malfunctions of 
the financial mathematical models broadly adopted 
across the industry. These models also provided a sense 
of false security, displaying the tendency to behave ac-
cording to expectations in normal times, and to break 
down in times of crisis, exactly the opposite of what one 
would expect from risk models. The adoption of sophis-
ticated mathematical models is at the center of an end-
less methodological debate, mainly for three reasons. 
First, mainstream academia assumes that markets can be 
mathematized. The mathematization of finance began 
after the WWII, under the propulsion of neoclassical eco-
nomics, which fostered the formal treatment of rational 
and optimizing economic agents interacting together, 
and generating a tractable and efficient equilibrium. In 
1951, 2% of the pages of the American Economic Review, 
contained an equation, in 1978 the percentage was 44%. 
The mathematization of finance followed in parallel the 
developments in the wider discipline of economics.[52] 
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The trend of the mathematization of finance, and the 
risks that it embeds, are today recognized also by the 
academia. Robert Shiller, for example, has affirmed that 
“theorists like models with order, harmony and beauty. 
[…] Academics like ideas that will lead to econometric 
studies. […] People in ambiguous situations will focus 
on the person who has the most coherent model” (Bot-
tonwood 2015). Dowd (2014) and Down (2002) refer to 
the same concern, and if we go slightly back in time, Jo-
rion & Taleb (1997) represents an excellent debate, just 
before the LTCM debacle, around the presumptuous 
use of mathematics to model risky financial events. Like-
wise, Hoppe (1999) offers a critical assessment of LTCM’s 
risk models, which considered statistically impossible 
the type of event that brought down the hedge fund 
(as a reminder: an 8 standard deviations event should 
not happen during the entire lifetime of the universe; 
LTCM was hit by a 14 standard deviations event; in 2007 
we have observed 25 standard deviation events several 
days in a row). These studies warned against the transfer 
of mathematical and statistical models to the social sci-
ences, where economic agents learn and react, making 
the environment non-stationary and prone to changes 
in behavioral patterns and correlations. 

The second and third reason are suggested by Turner 
(2009). If we assume, for the sake of the argument, that 
the event under scrutiny can be mathematized, are we 
putting a misplaced reliance on these models, like what 
happened with VaR before the 2007-8 crisis? Moreover, 
is top management able to understand the complex-
ity underlying the mathematical models used for risk 
management, or rather the latter are used as a check-
box exercise in order to communicate a false sense of 
assurance?

Finally, some commentators would defend that finan-
cial regulation even exacerbated the crisis. Studies in 
this direction are Friedman & Kraus (2011) and Cooper 
(2008). The latter suggests that economics and finance 
needs the kind of scientific revolution that physics wit-
nessed with the contributions of Newton and Einstein. 

In the section above, we have shown that the 2007-8 
crisis has severely undermined the current paradigm of 
modern finance. The current mainstream does not allow 
investment managers to be prepared for critical market 
fluctuations. The authors of this paper also believe that 
modern finance is neither geared up to provide a solid 
theoretical framework to financial regulation.

A paradigm crisis that calls for a scientific revolution 
attracts the ideas that Thomas Kuhn has proposed for 
the scientific paradigm of theoretical physics. Kuhn 
(1996) defines scientific paradigm as a framework of 
concepts, results, and procedures within which subse-
quent work is structured. If we adopt a Kuhnian view 
of the potential scientific revolution the discipline may 
need, three points are worthy of further elaboration. 
First, a theory never elucidates completely and with 
absolute precision all the challenges that it encoun-
ters because it is bound to the empirical context in 
which it has been conceived. Second, the falsification 
of a theory does not occur because of the emergence 
of a falsifying observation. “Instead, it is a subsequent 
and separate process that might equally be called ver-
ification since it consists in the triumph of a new par-
adigm over the old one”[53]. In the history of science, 
paradigm competition has been settled (meaning 
rejection of a theory) by employing not falsification 
but a more complex mixture of elements, defined by 
Kuhn as “incommensurabily of competing paradigms”. 
In this context: a) “the proponents of the competing 
paradigms will often disagree about the list of prob-
lems that any candidate for paradigm must resolve”; 
b) the new paradigm will involve partial usage of the 
terminology associated to the old one and this will 
generate inevitably misunderstandings between the 
competing schools; c) the supporters of a theory see 
the world with a different prism than the supporters 
of the competing paradigms. Before they can hope to 
communicate fully one of the two groups must expe-
rience also a conversion that we have been calling a 
paradigm shift”.[54]
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MacKenzie (2006) reports that the accumulation of a 
large amount of anomalies in a theory of the natural 
science was seen by Khun as sign of a coming scientific 
revolution, and that Jensen indeed suggested that the 
accumulation of EMH anomalies pointed to “a coming 
mini-revolution in the field”, albeit one that required 
a more accurate and general adoption of market effi-
ciency, rather than its abandonment.[55]

4. What Are the Options on the Table?

Buttonwood (2015) affirms: “The best hope lies with 
the behavioral school”. Many value investors (who have 
criticized the EMH since inception and are among the 
main beneficiaries of its anomalies) believe that the ca-
pricious behavior of market prices can be explained by 
behavioral finance. Moreover, in academia, the body 
of knowledge supporting this school of thought has 
grown tremendously.

The major theoretical and empirical contributions of 
behavioral finance come from renowned scholars. Its 
fathers are the cognitive psychologists Daniel Kahne-
man and Amos Tversky, who have focused on the cog-
nitive biases and the heuristics involved in economics 
decision-making. The former received in 2002 the Nobel 
Prize in Economics precisely for his analysis of rational-
ity in economics. Two additional key contributors are 
the economist Richard Thaler, who was able to con-
nect human psychology with market anomalies, and 
Robert Shiller who, as mentioned above, received the 
Nobel Prize in Economics for his work on asset pricing 
irrationalities. 

Behavioral economics has advanced our understanding 
of biases in decision making such as the endowment 
effect, sunk costs, and hyperbolic discounting. Thaler, 
for example, has addressed unrealistic mainstream as-
sumptions such as the assumption that profit maximi-
zation is sought until marginal cost equals marginal rev-
enue. Surveys have shown that corporate executives do 
not follow such an approach at all. 

Behavioral economics has been around for 40 years, 
but its conclusions were dismissed by the mainstream. 
Behavioral studies are able to find empirical evidence 
against market efficiency and have accumulated a large 
amount of laboratory experiments to show human bi-
ases in decision making. However, these studies are still 
considered impractical as an explanation of the behavior 
of an entire economy. Moreover, behavioral economics 
has not produced yet a coherent model that produces 
testable predictions.

The main criticisms to behavioral finance came obviously 
from the EMH advocates, who backfired. Fama (1998) holds 
that in the long term market efficiency survives the behav-
ioral challenge. All in all, many anomalies in the short term 
compensate each other, canceling out in the long term. 
Moreover, some anomalies can be due to methodology, 
and tend to disappear with changes in technique.

Even if behavioral economics has not been accepted by 
the mainstream, it has grown its influence in policy mak-
ing. The US government has adopted their core ideas 
with reforms like consumer protection. This has been 
another source of criticism. According to the EMH, there 
exists an optimal market equilibrium that discharges the 
need for government intervention. If the EMH is flawed, 
then behaviorists think that we need the government 
to tow the economy back to optimal equilibrium. This 
is the reason why behavioral economics has been of-
ten the justification for increased policy making to fix 
supposed market failures. This has attracted further crit-
icism of the advocates of unregulated markets against 
behavioral economics.

There are also critics of behavioral economics outside 
the realm of the EHM advocates. For example, Fryd-
man and Goldberg (2011) argue that both the rational 
and the behavioral theories of the market rest on the 
notion of rational expectations. Rationalists believe 
the framework provides exact predictions, while be-
haviorists believe human behavior is biased away 
from the rational benchmark, therefore policies are 
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required in order correct suboptimal human behavior 
toward the benchmark. In order words, both camps 
believe there is an optimal benchmark, and if decision-
making is purged of biases, markets can become fully 
predictable. As an alternative, the authors present a 
framework based on imperfect knowledge econom-
ics. Accordingly, the 2007 bubble was not fueled by 
heard behavior, but rather by market players’ attempts 
to interpret (imperfectly) the economic fundamentals. 
This is consistent with Borio (2014), according to whom 
we should move away from rational expectations. Al-
beit licit, pretending that economic agents have a full 
understanding of the economy is unrealistic. Relaxing 
the rational expectations assumptions does not imply 
to bring into the model irrational behavior or model 
inconsistency. Furthermore, to acknowledge the exis-
tence of heterogeneous and incomplete knowledge, 
coupled with the need of dealing with with funda-
mental uncertainty, means to bring more realism to 
the model. 

Besides Rizzo (2012), there is limited Austrian research 
in relationship to behavioral economics. Austrian eco-
nomics provides intrinsically an alternative approach 
to rational and behavioral theory, namely a view of the 
economic agent that is not about a deterministic utility 
maximizer (like with rational expectations), but rather 
about   the entrepreneurial function as the equilibrat-
ing factor.[56] Entrepreneurship and economics have 
always had an awkward relationship. In economics, 
entrepreneurship does not belong to the mainstream, 
since rational theory is based on the notion of equilib-
rium, therefore there is no need for equilibrating forces. 
Conversely, management scholars are well familiar with 
the work of Kirzner, Schumpeter, Baumol, etc.. In this 
domain, entrepreneurship is one of the pillars of the 
‘paradigm’.

Buttonwood (2015) suggests that there are alterna-
tives to behavioral finance, such as adaptive market 
theory (Lo) ad fractal market hypothesis (Joshi). In ad-
dition to this, there are alternative explanations to the 

momentum effect such as the presence of a princi-
pal-agent condition (Woolley and Vayanos).

5. Conclusions

In this paper we have shown why mainstream modern 
finance has been challenged by the 2007-8 crisis and is 
undergoing a paradigm crisis. We are also observing the 
inability of the tools used by standard macroeconomics 
to provide reliable forecasts. In both disciplines, critics 
have started a disorganized offensive, but for the mo-
ment orthodoxy still rules.

Regulators have also admitted the inadequacy of the 
pre-crisis regulatory environment. Still, in order to ad-
dress the crisis and guarantee financial stability in the 
future, they have added stacks of new requirements 
based on the theories belonging to modern finance. 
What are the certainties that the same flaws that led to 
error ten years ago, are not at work today?

Thomas Khun taught that a paradigm shift can only oc-
cur when the new paradigm exists and has gained accep-
tance. Today, the editors of this journal do not yet see any 
viable alternative that can replace the current paradigm. 
The idea to launch to this journal comes from this reali-
zation and from the hope to create a forum that fosters 
creativity and the audacity to challenge the orthodoxy. 

We believe that a methodological approach that wel-
comes any mathematization of financial events should 
be questioned, and that a greater discipline should be 
applied in testing whether financial models are able to 
cope with reality. Researchers should not hesitate when 
facing resistance from traditionalists.[57]

It is paramount to advance quantitative finance by ana-
lyzing what went wrong with quant models. We believe 
that an ambitious research program should make stan-
dard practice of the analysis of the failures of the dis-
cipline, emphasizing the model flaws and the potential 
unintended consequences.
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We invite also to challenge the rationale behind new 
financial regulation based on models that have failed 
in the past. The goal of the regulators should not be to 
eliminate altogether financial crises or the exposure to 
financial risk. After all, Cliff Asness warned that: “Making 
people understand that there is a risk (and a separate 
issue, making them bear that risk) is far more impor-
tant, and indeed far more possible than making a risk-
less world. And if I may go further, trying to create and 
worse, giving the impression you have created, a riskless 
world makes things much more dangerous.” 
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